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Abstract:  Improper selection and application of chemical exposure models may increase the 
personnel exposure to hazardous chemicals or lead to a worthless computational effort and 
unnecessary high-level personal protection. This study is aimed to demonstrate critical points 
in chemical exposure models selection and application, discuss disadvantages or 
uncertainties of models with potential opportunities to improve their accuracy, provide 
equations derivation processes of interest from readers, and introduce advanced chemical 
exposure modelling software. These objectives are achieved through detailed review and 
analysis of various models with different level of complexity. It is noteworthy that there is a 
high potential for predictions to be biased or even become invalid, especially in application 
of the well-mixed box (WMB) model, near field-far field (NF-FF) model, turbulent diffusion 
model and Bayesian decision analysis. These critical findings and recommendations can 
contribute to some reference value for both chemical risk assessment and engineering control 
in various scenarios of chemical exposure. 
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1. Introduction 
 
Mathematical modelling has been adopted 
as a primary exposure risk assessment tool 
given its ubiquitous presence in a range of 
industries in the past decades. The 
accelerated pace of the development of 
computational capability might shed light on 
the simplification of numerical simulations 
[1-4]. Today, it could be relatively easy to 

reach impressive accuracy when establishing 
simple models thanks to high performance 
computers. 
 
“All models are wrong, but some are useful” 
is a famous quote often attributed to the 
British statistician George E.P. Box. The 
idea of this quote is that no single model 



      
 

will be perfect or one-size-fits-all, meaning 
that it will never fully represent the real-
world object or process. This leads to the 
awareness of two limitations of any model, 
namely the scope of its applicability, and its 
assumption which is the foundation of 
incompleteness in information 
representation. Having said that, even if a 
model cannot describe exactly the reality it 
could be fairly useful if it is close enough. 
Chemical exposure models are of extreme 
importance to the science and practice of 
industrial hygiene (IH), and indispensable in 
implementing exposure risk management 
programs effectively and efficiently. With 
robust modelling results, pertinent 
countermeasures can be proposed for 
engineering reference to control and reduce 
hazardous material exposure in various 
working conditions, even with a very limited 
exposure sampling number. Furthermore, 
mathematical modelling can support 
retrospective exposure estimation for a 
process that no longer exists, e.g., for the 

purpose of legal prosecution or 
epidemiology study. Although models vary 
in their complexity and application, most of 
them are time-efficient, cost-effective, and 
able to diagnose exposures prospectively or 
retrospectively. Chemical exposure models 
are also extremely useful as tools for 
performing quick and preliminary exposure 
scan that can provide early and timely alert 
about potential over exposure to hazardous 
materials in which case further 
investigations are warranted. On the other 
hand, if the modelling results suggest that 
the exposure level is extremely low or 
trivial, it can also help to prioritize exposure 
monitoring efforts or justify that there is no 
necessity for sampling and testing programs. 
This is critically important considering the 
high risk and cost of sampling of highly 
hazardous materials, as well as infeasibility 
and inaccessibility of industrial hygiene 
sampling in special working conditions (e.g., 
in a confined chemical reactor or during 
transient operations). 

 
2. Models in Chemical Exposure 
Modelling Publications 
 
Chemical exposure models, like all other 
mathematical models, are basically falling 
into three categories: physics-based, data 
driven and grey-box models from 
qualitative, semiquantitative to quantitative 
[5-7]. While there are numerous modelling 
text books or tutorial guides in the field of 
chemical industrial hygiene and 
occupational health, the publication- 
“Mathematical Models for Estimating 
Occupational Exposure to Chemicals 
(Second Edition)” published by American 
Industrial Hygiene Association (AIHA) 
draws great attention from both practitioners 
and professionals because of its 

comprehensiveness and practicality. 
Hereinafter, the name of this publication is 
abbreviated as “AIHA MMEOEC (Second 
Edition)”. Its most up-to-date version covers 
almost all three categories of models, 
including physics-based models 
(physiochemical model and computational 
fluid dynamics model), grey-box models 
(well-mixed box model with/without 
changing conditions, near field/far field two-
box model, turbulent eddy diffusion model 
and plume air dispersion model), and data 
driven models (statistical model and 
Bayesian decision analysis). Refer to Figure 
1 for demonstration of these models. 

 



      
 

 

Fig 1. Demonstration of Typical Mathematical Models for Estimating Chemical Exposure 
 
There are multiple opportunities, even for 
chemical hygiene modelling professionals, 
to become confused and consequently 
misunderstand or misapply the principles in 
model selection and utilization. In this 
context, the specific purpose of the study is 
to highlight key points of chemical exposure 
models selection and application, discuss 
disadvantages or uncertainties of some 
models and try to improve their accuracy, 
identify empirical equations or calculation 
processes that might lead to 
misunderstanding or misapplication, 
demonstrate complete derivation of  
 
 
 
 
 

 
 
equations of interest from readers, and  
introduce newly established modelling and 
simulation software associated with 
chemical exposure. In the following 
sections, all these topics will be discussed 
respectively in details. While this study was 
performed mainly based on the AIHA 
mathematical modelling book, a wider range 
of topics are analyzed and discussed further 
in details, and the conclusions could be 
valuable for both risk assessment and 
engineering control of hazardous material 
exposure. 
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3. Key Points in Chemical Exposure 
Models Selection and Application 
 
3.1 For a relatively complex indoor 
environment, the total volume of rooms 
might be divided into smaller volumes or 
determined by displacing all solid objects in 
the room. In many cases of a real chemical 
laboratory environment, the displaced 
volume could be significant, but this is often 
neglected or simplified incorrectly by 
chemists, which can lead to underestimation 
of actual concentrations of airborne 
pollutants and consequently overexposure to 
hazardous materials due to inadequate 
protective actions being taken based on the 
modelling results. It is imperative to raise 
awareness for all chemists to acquire real 
data on room volume when the well-mixed 
room model or computational fluid 
dynamics model is utilized. Furthermore, in 
these models, the concentration of 
contaminants in the make-up air is usually 
assumed to zero. This might not be true 
when the outdoor ambient environment is 
highly polluted together with high potential 
of outdoor airflow infiltration or reentry into 
the built environment. 
 
3.2 The well-mixed model is widely 
recognized as the easiest approach to 
modeling the indoor chemical contaminant 
concentrations. Nevertheless, it is a useful 
approach only if the room air is, indeed, 
well-mixed or if the contaminant is released 
at multiple locations throughout a room [8]. 
The use of mixing factors is discouraged 
from the author’s perspective because they 
defy the law of conservation of mass and 
cannot be adequately quantitative. For 
example, the impact from airflow short 
circuits might not be mitigated by using a 
mixing factor and thus variations in 
pollutant concentration are still exist in the 
room. 
 

3.3 Although air change is not addressed in 
the turbulent eddy diffusion models, such 
kind of removal mechanism in the vicinity 
of the emission source (e.g., within 1 meter), 
could be negligible in reducing exposure 
intensity [9]. Thus, in general, turbulent 
diffusion models are used to evaluate 
exposure profile in the near field with the 
following rules of thumb: 
 
� The concentration value becomes infinite 
when the distance from the source 
approaches zero, but an infinite 
concentration is impossible in the real 
situation. Thus, the turbulent diffusion 
models are not appropriate for positions very 
close to the emission source (e.g., less than 
10 cm) [9]. 
� The turbulent diffusion coefficient (DT) 
needs to be calculated carefully and 
accurately in order to obtain consistent 
results with the near field (NF) model. 
� Contaminants should be released freely 
without high pressure and thermal energy. 
Specifically, modeling dispersion via 
advective air flow and turbulent diffusion is 
much more difficult than if there is no 
advective flow due to lack of a closed-form 
equation that describes the contaminant 
concentration at various locations and time 
periods [10-11]. This might answer the 
question that why only the steady state 
(time-independent) concentrations are 
calculated in the current IHMOD software 
[12]. 
� Cross-drafts and middle-field effects are 
not considered in the near field and far field 
(NF-FF) model, which leads to less 
adaptability in terms of the concentration 
gradients compared with the turbulent 
diffusion model. Figure 2 [9] demonstrates 
the difference in pollutant concentration 
gradients within the first 5 mins for a real 



                                                                                                                            

case of toluene exposure. The NF-FF model 
is mainly applied to scenarios of exposure to 

chemicals with acute toxicity, especially in 
an imperfectly mixed indoor environment. 

 
 

 
 

 
Fig 2. The Comparison of Concentrations as Predicted by the Near Field/Far Field Model Versus the 

Hemispherical Turbulent Diffusion Model for a Toluene Emission Scenario 
 
 
3.4 A recently developed modelling 
freeware (Expostats) for Bayesian decision 
analysis (BDA) has drawn great attention 
from the chemical hygiene community [13-
15]. BDA has been used in the interpretation 
of chemical exposure measurements as it 
renders quantitative integration of 
professional judgement [16-19] together 
with data gained from numerical simulations 
or previous measurements, which permits us 
to calculate decision probabilities with small 
sample sizes, even for a single measurement 
[20-21]. As it is claimed that comparing 
arithmetic mean to the chemical 
occupational exposure limit (OEL) is less 
conservative than comparing the exceedance 
fraction to 5%, this new tool selects the 
latter criteria which is numerically 
equivalent to comparing the estimated 95th 
percentile to the OEL. Compared with 
several tools mentioned in the AIHA 

MMEOEC (Second Edition) (e.g., IHSTAT 
and IH Data analyst), its assessment output 
is presented through a risk gauge with a 
needle indicating the probability value 
within the related risk category, which can 
facilitate an easy understanding of the 
pertinent exposure risk even for general 
public. Another merit is that this toolkit 
extends from only left-censored data to 
interval- and right-censored data and can 
complete the pretreatment of non-detects in 
chemical hygiene samples [22-24]. 
Suitability of the lognormal model for the 
case under investigation is one important 
limitation of this tool, and readers might 
need to consider quasi nonparametric upper 
tolerance limits (UTLs) for exposure 
evaluations if measurement results are 
predominantly below the exposure limit or if 
their distribution cannot be assumed to 
comply with parametric assumptions [25].

 
 



      
 

4. Disadvantages or Uncertainties 
Of Models and Solutions to 
Improve Their Accuracy 
 
4.1 In the example 2.4 in the AIHA 
MMEOEC (Second Edition), the total 
volume of compressed gas released to the 
indoor environment is simply calculated by 
nominal cylinder volume times the ratio 
between gas cylinder internal pressure and 
external atmospheric pressure. Nevertheless, 
chemical industrial standards suggest that 
the coefficient of compression for the gas 
investigated under different temperature and 
pressure should be considered during the 
calculation to address the real situation [26], 
through which the final leakage 
concentration could be obtained more 
accurately. 
 
4.2 Although the equation (6-3) and (6-4) in 
the AIHA MMEOEC (Second Edition) 
describe the time-dependent chemical 
concentrations in the near and far field, 
respectively, it is recommended to consider 
the variability of contaminant generation 
rate, especially when temperature plays an 
important role (e.g., large-scale outdoor 
coating operation during different time 
periods in a day). In such kind cases, the 

relationship between temperature and time, 
i.e., temperature ~ F(time), should be setup 
firstly and then refer to the equation 6 in this 
study to establish the function expression 
between the contaminant generation rate (G) 
and time, i.e., G ~ f (temperature) ~ f 
(F(time)). 
 
4.3 The AIHA IHSTAT software uses the 
Natrella formulas to derive the tolerance 
factor k in calculating UTL 95%, 95%, in 
which case the chemical samples number 
should be relatively large (e.g., more than 
10) in order to keep adequate accuracy of 
the modelling outputs [27,28]. It is 
recommended that pertinent alert should be 
posted regarding the requirement of the 
sampling size in the user guide, or 
preferably another algorithm based on non-
central t-distribution might be utilized to 
obtain more accurate results for smaller 
sampling quantity [28,29]. The major 
improvement of this alternative algorithm 
lies in its calculation of the approximate 
tolerance factor k for one-sided tolerance 
intervals by the following set of formulas: 

 
                                         𝛿 = 𝑧!√𝑁                                    (1) 
                                       𝑘 = "!,#$%,&

√$
                                    (2) 

 
where δ is the non-centrality parameter, 𝑧! 
is the critical value of the normal 
distribution, γ is the probability and N is the 
number of sampling. 
The disadvantage of the non-central t  
 
method is that it depends on the inverse 

cumulative distribution function for the non-
central t distribution. This function is not 
available in many statistical and spreadsheet 
software programs, but it is available in the 
software Dataplot and R [28].  
 

 
 
 



      
 

5. Derivation Process of Empirical 
Equations in Chemical Exposure  
Modelling 
 
5.1 The general form of the equation (4-20) 
in the AIHA MMEOEC (Second Edition) 
for determining the average exposure 
concentrations over time is shown below 

based on the author’s derivation process as 
well as another teaching note from Mark 
Nicas [30]. 

 

              𝐶%&' = 𝐶(,*+ +
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-
+ .

-("0"()
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-
, × *𝑒0

)*(
+ − 𝑒0

)*
+ ,           (3)   

 
Where: 
 
𝐶%&': Time-averaged concentration of 
chemical A in room air 
𝐶(,*+: Concentration of chemical A in supply 
air 
G4: Generation rate of chemical A 
Q: Ventilation rate 
𝑡: Time, 𝑡3: Initial time 

𝐶(,2,3: Concentration of chemical A in room 
air at time 𝑡3 
 
By integrating the well-mixed box (WMB) 
equation above from time t = 0 to time t = t, 
it could be easy for readers to find that the 
equation (4-20) in the AIHA MMEOEC 
(Second Edition) is incorrect and its right 
form can be derived as below: 

 

              𝐶%&' = 𝐶(,*+ +
,'
-
+ .

-"
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,'
-
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)*
+ ,                  (4) 

 
Further, the limitation of the current 
equation (4-20) in the AIHA MMEOEC 
(Second Edition) is that it can only be 
applied for the scenario 𝑡3 = 0. Without 
reminders or application notes, readers may 
assume that this equation can be applied to 
all scenarios just because 𝑡3	and 𝑡 can be 
defined as any value, and consequently 
incorrect average exposure concentrations 
are obtained. 
 
5.2 The derivation process of the equation 
for calculating emission rate under various 
temperature in the example 5.1 and the 

equation (5-14) in the AIHA MMEOEC 
(Second Edition) are shown below, 
respectively, in detail. 
Transform the Clausius-Clapeyron equation 

[31,32] 
%
,5!

56
= ∆8

96-
 into 5(:; !)

56
= ∆8

96-
 ; 

then change the differential part into its 
derivative form, we obtain [ln 𝑝(𝑡)]< = ∆8

96-
 , 

∴ 	 ln 𝑝(𝑡) = 0∆8
9
× 𝑇0= , using T1 and T2 

representing two different temperatures, the 
following equations are derived:

 
 

                            𝑝(𝑇=) = 𝑒0
∆/
01% and  𝑝(𝑇>) = 𝑒0

∆/
01-                       (5) 

 
 
 



                                                                                                                            

Where: 
 
∆𝐻 is the molar enthalpy of vaporization, R 
is the molar gas constant, 𝑝(𝑇=), and 𝑝(𝑇>) 
are the vapor pressure under the absolute 

temperature 𝑇= and 𝑇>, respectively. 
 
Finally, the relationship between the 
emission rate 𝐺(𝑇) and the room 
temperature is expressed as: 
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5.3 The derivation process of the equation 
(5-14) in the AIHA MMEOEC (Second 
Edition) hereinafter is relatively complex: 
 
Step one, rewrite the equation (5-13) in the 
AIHA MMEOEC (Second Edition) as: 
(𝑡)< + -

.
× 𝐶(𝑡) = AB(

.
× 𝑒0A";  

Step two, insert the exponential term “𝑒
)
+"” 

in order to formalize the derivative term 
below: 
 

𝐶(𝑡)< × 𝑒
-
." +

𝑄
𝑉 × 𝑒

-
." × 𝐶(𝑡)

=
𝛼𝑀3

𝑉 × 𝑒?
-
.0A@" 

∴ 	 D𝐶(𝑡) × 𝑒
)
+"E

<
= AB(

.
× 𝑒?

)
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Step three, by integrating both left and right 
side of the equation above, the following 
transformation can be derived: 

 

𝐶(𝑡) × 𝑒
)
+" = ∫ AB(

.
× 𝑒?

)
+0A@" 𝑑𝑡 =

AB(
.
H =
)
+0A

𝑒?
)
+0A@" + 𝐶C+D"I; 

 
Step four, based on previous assumption 
𝐶(0) = 0 and thus the constant of 
integration 𝐶C+D" can be obtained as 1/(α-
Q/V); 
 
Finally, rearrange all the terms and the 
equation (5-14) is obtained as 
 

𝐶(𝑡) = AB(
-0A.

J𝑒0A" − 𝑒0
)
+"K; 

 
Further, the integral form of the equation (5-
14) should be constructed in order to know 
the time averaged concentration without 
consideration of back-pressure as below. 

 

𝐶%&' =
∫ 23(

)$2+FG
$2*0G$

)
+*H*-

*%
5"

"-0"%
                             (7) 

 
Where 𝛼 is the emission rate constant, 𝑀3 is 
the initial contaminant mass in the source, 
all the other parameters are the same as 
those defined in the equation 3, previously. 
5.4 While solving the error function (ERF) 
directly in the section 7.5 of the book is 

fairly difficult without proper mathematical 
software packages, approximation of 
cumulative normal distribution function 
(CNDF) could be relatively simple as below 
[33-35]: 

 

𝜑(𝑧) ≅ =
>
+ =

>
N1 − 𝑒𝑥𝑝 P−Q𝜋 8T 𝑧>U , where 𝑧 ≥ 0  (8) 

 



                                                                                                                            

and the relationship between the error function and 𝜑(𝑧) is: 
 

	𝜑(𝑧) = =
>
+ =

>
𝑒𝑟𝑓 * I

√>
, , where 𝑧 ≥ 0   (9) 

 
To eliminate “√2”, let 𝑥 = I

√>
 , then 𝑧 = √2𝑥 

 
∴ 	𝜑Z√2𝑥[ = =

>
+ =

>
𝑒𝑟𝑓(𝑥)	                                 (10) 

 
The above equations 8 and 10 are coupled in 
order to solve the error function as below:
 
 

𝑒𝑟𝑓(𝑥) 	= 2𝜑Z√2𝑥[ − 1 ≅ 1 + N1 − 𝑒𝑥𝑝 P−Q𝜋 8T 2𝑥>U − 1 ≅ N1 − 𝑒𝑥𝑝 P−Q𝜋 2T 𝑥>U    (11) 

 
Finally, the following concentration 
equation in terms of radial distance r from 
the pollutant emission source and time t is 

derived and provides values close to those 
computed by the exact equation based on the 
error function: 

 

𝐶(𝑟, 𝑡) ≅ ,
>JK12

× ]1 − N1 − 𝑒𝑥𝑝 P−Q𝜋 32T 2-

K1"
U_        (12) 

 
 
While there are no details on derivation of 
the equation (7-9) in the AIHA MMEOEC 
(Second Edition), the equation 12 above 

provides relatively accurate and easy 
understanding reference on solving the 
chemical turbulent eddy diffusion model. 

 
6. Misleading or Incomplete 
Information 
 
6.1 The US EPA website linkage provided 
in the section 3.4 “Evaporation from Open 
Surfaces” of the book is not valid and the 
correct on-line resource for the molecular 
diffusion coefficient in the air should be 
directed to: 
https://www3.epa.gov/ceampubl/learn2mode
l/part-two/onsite/properties.html, and then 
select “Diffusivity in air and water” column 
for more details. 
 

6.2 The parameter “K1×V” in Rule #19a in 
the Appendix I and the factor K in the 
equation (4-8) in the AIHA MMEOEC 
(Second Edition) should be consolidated as 
“Ksink” as both of them have the same 
meaning to represent the rate of contaminant 
loss through sinks [36-38], through which 
can enhance content coherency and 
readership. 

 



7. Discussion and Conclusion

In this article, multiple mathematical models 
for chemical occupational exposure 
evaluation are reviewed systematically and 
analyzed further in terms of model election, 
output accuracy and derivation process, 
which facilitate a better understanding and 
correct application of different models for 
chemists or chemical engineers. There are 
numerous tricks and traps for chemical 
practitioners or professionals to make 
imperfect or even incorrect decisions, 
especially using the WMB model, turbulent 
eddy diffusion model, NF-FF model, 
statistical model and Bayesian decision 
analysis as explained and highlighted above. 
This critical analysis shines new light onto 
the application and optimization of 
mathematical models for chemical 
occupational exposure evaluation through 
demonstrating how model predictions could 
be biased and effective solutions to prevent 
those misapplications. 

There are some recognized challenges or 
limitations in the present research, which 
should be addressed in future work. 
Chemical exposure models investigated in 
this study only represent a relatively small 
number of models in real applications due to 
either research focus or resource limitation. 
There may be a wider range of exposure 
scenarios in the emerging chemical 

industries, including but not limited to 
exposure to nanoparticles, radioactive 
chemicals, active pharmaceutical ingredients 
(APIs) and biochemical active substances 
(BAS). Recommendations for future work 
include, first, research on mathematical 
modelling of dermal exposure to chemicals 
should be encouraged and scrutinized 
because physical exposure measurement can 
be quite challenging considering the 
uncertainties associated with attempting to 
quantify real dermal exposure. Currently, 
there is no scientific method or “golden 
standard” of measuring the results of the 
body’s exposure to chemicals through 
dermal contact [39,40]. Therefore, it 
provides great opportunity and space for the 
application of dermal exposure models to 
the chemical community. Additionally, the 
emerging topic on modelling of combined 
physiochemical exposure becomes 
promising and deserve to be further 
analyzed (e.g., ototoxic chemicals and noise) 
[41-43].  Last but not least, it is equally 
important to develop a good mathematical 
model than knowing how to interpret the 
results. And here is where the expert 
interactions are more needed, knowing how 
to illustrate the results successfully to not 
only the chemical practitioners but also the 
general workforce who are concerned with 
their personal exposure to chemicals.
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